
 

 

 

  

  

 

DATA STREAMING 
REQUIREMENTS 

 D4.1 

 AURORA 
 Grant: 699340 
 Call: H2020-SESAR-2015-1 
 Topic: Sesar-11-2015 ATM Performance 
 Consortium coordinator: CRIDA A.I.E 
 Edition date: 15 Mar 2017 
 Edition: 00.01.00 

EXPLORATORY RESEARCH 



EDITION 00.01.00 

 

 
2 

 
© – 2016 – AURORA Consortium.  
All rights reserved. Licensed to the SESAR Joint Undertaking under conditions. 

 

 

Authoring & Approval 

Authors of the document 

Name/Beneficiary Position/Title Date 

Brian Mac Namee / CeADAR Project Member 17/02/2017 

Shen Wang/ CeADAR Project Member 17/02/2017 

Aditya Grover / CeADAR Project Member 17/02/2017 

   

Reviewers internal to the project 

Name/Beneficiary Position/Title Date 

Pablo Sánchez-Escalonilla / CRIDA Project Member 08/03/2017 

Fernando Celorrio Cámara Project Member 14/03/2017 

Lucía Meler García Project Member 14/03/2017 

Approved for submission to the SJU By — Representatives of beneficiaries involved in the project 

Name/Beneficiary Position/Title Date 

Pablo Sánchez-Escalonilla / CRIDA Project Coordinator 15/03/2017 

Javier López-Leones / BR&T Project Member 15/03/2017 

Brian Mac Namee / CeADAR Project Member 15/03/2017 

Philip Phantholt / FR24 Project Member 15/03/2017 

Rejected By - Representatives of beneficiaries involved in the project 

Name/Beneficiary Position/Title Date 

   

Document History 

Edition Date Status Author Justification 

00.00.01 15/01/2017 Draft 

B. Mac Namee 

S. Wang 

A. Grover 

New Document 

00.00.02 02/02/2017 Draft 

B. Mac Namee 

S. Wang 

A. Grover 

Added main content 
sections 

00.00.03 16/02/2017 Draft 

B. Mac Namee 

S. Wang 

A. Grover 

Revised data storage 
and indicator 
calculation sections 

00.00.04 24/02/2017 Draft Fernando Celorrio Revision 



AURORA D4.1 DATA STREAMING REQUIREMENTS  
 

  

 
 

 

 

© – 2016 – Aurora Consortium  
All rights reserved. Licensed to the SESAR Joint Undertaking under conditions 

3 

 

 

Lucía Meler 

Javier López-Leones 

00.00.05 26/02/2017 Draft 

B. Mac Namee 

S. Wang 

A. Grover 

Revised data 
manipulation section 
and diagrams 

00.00.06 01/03/2017 Draft 

B. Mac Namee 

S. Wang 

A. Grover 

Revised data 
manipulation section 
and diagrams 

00.00.07 03/03/2017 Draft 
Aditya Grover 

Fernando Celorrio 

Revised acronym table 
and added revised 
radar track information 

00.00.08 04/03/2017 Draft 
B. Mac Namee 

Melina Ziegel 
Proofed draft 

00.01.00 15/03/2017 
Version for 
submission 

Several authors Final refinement 

  



EDITION 00.01.00 

 

 
4 

 
© – 2016 – AURORA Consortium.  
All rights reserved. Licensed to the SESAR Joint Undertaking under conditions. 

 

 

AURORA 

ADVANCED USER-CENTRIC EFFICIENCY METRICS FOR AIR TRAFFIC 

PERFORMANCE ANALYTICS 

 

This document is part of a project that has received funding from the SESAR Joint Undertaking under grant agreement No 
699340 under European Union’s Horizon 2020 research and innovation programme. 

 

 

Abstract 

This document describes the requirements of the AURORA online analytics platform that will be built 
both to calculate online efficiency, fairness, and equity indicators and to perform experiments on 
these indicators. The document describes the data collection, storage, manipulation requirements 
for each of the key data sources involved in the platform and the processing requirements for each 
of the key tasks that the platform performs. 
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Executive Summary 

This document described the requirements of the AURORA online analytics system that will be built 
both to calculate online efficiency, fairness, and equity indicators and to perform experiments on 
these indicators. The collection, storage and manipulation requirements for each of the key data 
sources required in AURORA are described and will be used to specify technology solutions for each 
of these data stores. Similarly the processing requirements for the key computational tasks involved 
in AURORA are also provided and will be used to select appropriate technologies for each of these 
processing jobs. 



AURORA D4.1 DATA STREAMING REQUIREMENTS  
 

  

 
 

 

 

© – 2016 – Aurora Consortium  
All rights reserved. Licensed to the SESAR Joint Undertaking under conditions 

7 

 

 

1 Introduction 

1.1 Purpose of the document 

This document describes the requirements of the online data streaming platform that will be built 
both to calculate online efficiency, fairness, and equity indicators and to perform experiments on 
these indicators. 

1.2 Intended readership 

This document is intended to be used by AURORA members and by the SJU reviewers. 

1.3 Document structure 

The document is structured in three main parts: 

ǒ Section 2 provides a high-level overview of the system architecture. 

ǒ Section 3 describes the requirements for collecting, storing and manipulating the different 
data sources required within the AURORA online streaming model. 

ǒ Section 4 describes the requirements for the different data processing jobs that are done in 
the AURORA online data streaming platform. 

1.4 Acronyms and Terminology 

Term Definition 

ADS-B Automatic Dependent Surveillance-Broadcast 

AFP Air Traffic Control Flight Plan Proposal 

AIRAC Aeronautical Information Regulation and Control 

ANS Air Navigation Service 

ANSP Air Navigation Service Provider 

ANSPs Air Navigation Service Providers 

APF Airline Procedure Files 

ATC Air Traffic Control 

ATC Air Traffic Control 

ATFCM Air Traffic Flow and Capacity Management 

ATM Air Traffic Management 
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ATM Air Traffic Management 

AU Airspace User 

BADA Base of Aircraft Data 

BR&TE Boeing Research and Technology Europe 

CDM Collaborative Decision Making 

CPF Correlated Positions Report for a Flight 

CPR Correlated Position Report 

CPU Central Processing Unit 

CRCO Central Route Charges Office 

CRUD Create, read, update and delete operations 

DCT Direct Route 

DDR Demand Data Repository 

ECAC European Civil Aviation Conference 

ETFMS Enhanced Tactical Flow Management System 

ETOT Estimated Take Off Time 

EU European Union 

EUACA European Union Airport Coordinators Association 

FDPs Flight Data Processing Systems 

FIFO First-in First-out 

GFS Global Forecast System 

GRIB Format use in meteorology to store historical weather forecast data 

HFE Horizontal Flight Efficiency 

Horizon 2020 
EU Research and Innovation programme implementing the Innovation 
Union, a Europe 2020 flagship initiative aimed at securing Europe's global 
competitiveness. 

INCEPT BR&TE Trajectory Predictor Engine 

INTRAC BR&TE Trajectory Reconstruction Algorithm 

JSON File Format of FR24 Data 

NCEP National Centres for Environmental Prediction  

NM Network Manager 

NMOC Network Manager Operations Centre 

OPF Operations Performance Files 

SCR Shortest Constrained Route 
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SESAR Single European Sky ATM Research Programme 

SESAR Programme 
The programme which defines the Research and Development activities and 
Projects for the SJU. 

SJU SESAR Joint Undertaking (Agency of the European Commission) 

SJU Work Programme 
The programme which addresses all activities of the SESAR Joint 
Undertaking Agency. 

SRR Shortest RAD Restrictions Applied Route 

STAM Short Term ATFCM Measure 

SUR Shortest Unconstrained Route 

TCAS Traffic Alert and Collision Avoidance System 

TP Trajectory Prediction 

WP Work Package 

XML eXtensible Markup Language, Synthetic Trajectory file format 

1.5 Project introduction 

AURORA responds to the first Call for Proposals of SESAR Exploratory Research projects launched 
under Part III `Societal Challenges´ of the Horizon 2020 Research Framework Programme (H2020-
SESAR-2015-1). AURORA addresses the Research Topic 11-2015: Air Traffic Management (ATM) 
Performance and in particular the need to explore promising new performance indicators for 
operational efficiency based on aircraft operators’ needs. 

The AURORA project proposes new metrics to assess the operational efficiency of the ATM system. 
These new metrics are being developed with the aim of encapsulating the airspace users’ operational 
objectives, considering fuel consumption, schedule adherence and cost efficiency of the flights. User-
preferred trajectories are defined as the reference for performance analysis purposes. AURORA also 
proposes metrics to measure how fairly the inefficiencies in the system are distributed among the 
different airspace users. These metrics serve to quantify the differences in the inefficiencies 
experienced by the different airspace users in a given operational context. 

One of the key elements to obtain the new efficiency indicators is the calculation of an optimal or 
baseline reference representing the achievable target efficiency that the airspace user assigns to any 
given flight. In other words, the definition of the optimal or user-preferred trajectory (i.e. the 
business trajectory in SESAR) plays a key role in the definition and assessment of the new indicators. 
AURORA is developing a method to model user-preferred trajectories by combining cost and 
trajectory models without requiring confidential airspace users’ information. 

The other main research area proposed by AURORA consists of exploring and testing techniques 
borrowed from the data science and information management fields for the collection and 
aggregation of data. These techniques are allowing AURORA to propose a new framework for ATM 
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decision-making based on real-time performance monitoring. In this new framework, the ATM 
decision-making processes will be supported by live indicators of actual operational performance and 
realistic achievable targets, where the airspace users could take an active role. 
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2 System Architecture 
This section describes the high-level architecture of the analytics framework for the dynamic 
monitoring of efficiency indicators. The architecture of the proposed streaming data pipeline is based 
on a traditional messaging paradigm: producer-and-consumer, as there are multiple data producers 
(e.g. DDR2, BADA, NOAA, FlightRadar24, etc.) and data consumers (e.g. Network Manager, ATM 
operators, Airspace Users, etc.), and the data needs to be processed online (i.e. for dynamic 
monitoring). 

 

Figure 1: The Architecture of AURORA online analytics platform 

As shown in Figure 1, the architecture of the proposed AURORA online analytics platform consists of 
buffers in the centre, with multiple producers, consumers, connectors, and stream processors 
surrounding it. At a high level, producer applications write data to the buffers, from which consumer 
applications can read processed data. Stream processor applications can read and process messages 
from the input buffers, and write the results back to output buffers. Finally, the buffers can also use 
connectors to read and write data from persistent data stores (e.g. databases). Each of these major 
components will be explained in the following paragraphs. 

Buffers: Buffers are central to the proposed architecture. Buffers are a dynamic data storage solution 
that adapts the incoming rate of messages from producers, databases, and stream processors, with 
the outgoing rate of messages to consumers, database, and stream processors. The buffers should be 
reliable which means that messages will always be produced and consumed in the same order. 
Moreover, buffers are deployed in a cluster, or cloud-based platform that contains multiple servers 
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(for example, the Boeing ADAPT platform) to support fault-tolerant data processing. The cluster on 
which buffers are deployed is typically managed by a centralised server, where the configuration 
information of all other distributed buffer servers is maintained. In the proposed cluster, there are 
two types of distributed buffers deployed for storing live data feeds from producers, and online 
indicator results for consumers.  

Producers: Producers write data to buffers on a cluster. For optimal effectiveness, it should be 
guaranteed that in the AURORA online analytics platform, 1) there is no message and 2) all messages 
are processed in order. However, these two issues may still arise when data is fetched from AURORA 
data providers by producers. Data providers, such as FlightRadar24 (live track data), NOAA (weather 
data), DDRII (flight plan data) and Boeing (the reconstructed and generated trajectories) will 
communicate with the AURORA online analytics platform via ports using TCP-like connections. 

Consumers: Consumers read data from buffers on a cluster. The data consumers in the AURORA 
online analytics platform can be ATC operators, Airspace Users, Network Managers or all relevant 
subscribers. Consumers can manage the progress of its data reading by the notion of an offset (the 
address in a buffer where a consumer is currently reading). Throttling the reading of data is 
something that can be controlled by the consumers themselves. 

Stream Processors: This is a key component in the architecture. The stream processors will perform 
the actual processing of online data to calculate efficiency, fairness and equity indicators. There are 
many open source technologies available for stream processors, such as Apache Spark Streaming[1], 
Apache Flink[2], and Kafka Stream[3]. Their performance will be extensively studied and one of them 
will be chosen for building the stream data pipeline in AURORA. 

Connectors: Connectors can write the contents of an existing buffer into a database (e.g. Redis), data 
file (e.g. csv files), or database (e.g. HBase) that can persist. In the AURORA online analytics platform, 
either the received data from producers, or the online indicator results can be persisted by the 
connectors for subsequent offline processing. 

The next section will describe in detail how this generic architecture will be used to implement the 
AURORA online analytics platform, detailing the collection, storage & manipulation requirements of 
each of the data stores involved in the platform. 
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3 Dataset Collection, Storage & Manipulation 
Requirements 

Table 1 lists the seven different categories of data sources relevant to the AURORA online data 
analytics platform: flight plans, weather, surveillance, synthetic trajectories, aircraft performance, 
operational context, and airspace/ANSP fees. In the remainder of this section each of these data 
sources is described along with its associated storage, collection and manipulation requirements 
relating to the on-line calculation of indicators. At the end of the document, a summary of the 
requirements is presented. 

Category Data Model File Format Provider 

FLIGHT PLANS 
DDR Service 

CRIDA DATABASE  

ALLFT+ 

DATABASE QUERY->CSV 

NM (EUROCONTROL) 

CRIDA 

WEATHER GFS GRIB2 NOAA 

SURVEILLANCE 
ADS-B 

RADAR TRACK (IFS) 

JSON 

DATABASE QUERY->CSV 

FR24 

CRIDA 

SYNTHETIC 

TRAJECTORIES 

RECONSTRUCTED 
TRAJECTORY 

FLIGHT PLAN TRAJECTORY 

XML 

 

XML 

BOEING 

 

BOEING 

AIRCRAFT 
PERFORMANCE 

BADA TEXT EUROCONTROL 

OPERATIONAL 
CONTEXT 

DDR Service 

 

 

Airspace Data Sources 

 

 

 

ALLFT+ 

Configuration .cfg 

Capacity .ncap 

Opening Scheme .cos 

Airspace .spce 

Gasel Level .gsl/sls 

Airblock .gar/are 

NM (EUROCONTROL) 

 

 

NM (EUROCONTROL) 

 

 

 

ROUTE CHARGES 
/ANSP FEES 

Airspace Data Sources for 
route charges 

Unit Rates that are 
applicable 

TEXT 

 

PDF 

CRCO (EUROCONTROL) 

 

CRCO (EUROCONTROL) 

Table 1: The five different categories of data source relevant to the streaming application 

Figure 2 shows a high level data flow model of the AURORA online analytics system. It shows the data 
sources that need to be stored offline and their connections to the AURORA online analytics platform 
(enclosed within the thick green circle). The proposed model has two components: the online 
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analytics platform for calculating efficiency, fairness and equity indicators from live streaming data 
and the experimental system for storing historical data and using this to simulate streaming data for 
experimental testing. For experimental testing, historical datasets will be stored using suitable 
persistent storage solutions and streamed to the AURORA online data analytics platform. These 
historical data stores are shown as blue cylinders to the left of Figure 2. To the right of Figure 2 a 
long-term offline storage system for calculated indicators is included so that these can be stored for 
later analysis. Throughout this section we discuss requirements both for the storage, manipulation 
and processing of the historical data and the storage, manipulation and processing of data within the 
AURORA online analytics platform.  

 

Figure 2: High-Level AURORA analytics system model for both live use and simulated live experiments 

3.1 Data Flow through the AURORA Online Analytics Platform 

Figure 3 and Figure 4 expand on Figure 2 to show the details of the data flow through the AURORA 
on-line analytics platform. The first path through the data flow (shown in Figure 3) is focused on the 
trajectory generation process that begins when new flight plan data becomes available. The 
trajectory generation process has four input data sources: the weather forecast, the operational 
context, aircraft performance data (BADA) and the flight plans. Flight plans are expected to become 
available at least 2 hours before departure. This flight plan data is then streamed into the trajectory 
generation process as soon as it is ready along with the latest weather data available at that point, 
the aircraft performance data and the operational context. The trajectory that is produced as a result 
of this generation process is then stored into the synthetic trajectory data store (requirements 
described in §3.5)  
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Figure 3: The AURORA online analytics platform data flow for flight plan data (the boundary of the AURORA online 
analytics platform shown in Figure 2 is illustrated by the green dotted line) 

Figure 4 shows the data flow from the trajectory reconstruction process to the final calculated 
indicator store. The trajectory reconstruction process takes three data sources as its inputs: weather 
data, aircraft performance (BADA) data and the real-time surveillance data. The trajectory 
reconstruction process starts once a flight has taken off. The indicator calculation process starts as 
soon as actual trajectories are reconstructed. A reconstructed trajectory is streamed into the 
streaming processor through its input buffer. At that moment, its corresponding generated trajectory 
is retrieved from the synthetic trajectory store though the connector into its input buffer and 
streamed into the streaming processor for calculation of the efficiency indicators. The output of the 
stream processor is the calculated efficiency metrics that are temporarily stored in the output buffer. 
This buffer is responsible for storing the efficiency indicators for a short period of time so that they 
can be reused to calculate fairness and equity indicators if required. Consumers such as airspace 
users (AU) or network managers (NM) can subscribe to the output buffer to view the results in real 
time. The final efficiency, fairness and equity indicators are then stored in a persistent database via 
its connector. 
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Figure 4: The AURORA online analytics platform data flow for surveillance data (the boundary of the AURORA online 
analytics platform shown in Figure 2 is illustrated by the green dotted line) 

The output buffer (shown in Figure 4) is a very important component within the AURORA online 
analytics platform, because it has a different requirement to the input buffers. The input buffers are 
queue messaging systems essentially used to manage the flow of data from one component to 
another. The output buffer is a temporary efficiency indicator store for efficiency indicators that are 
calculated from the streaming processor. These efficiency indicators are used to calculate the 
fairness and equity indicators. Hence, this buffer needs the capability of performing create, read, 
update and delete (CRUD) operations. The requirement of this store is not volume, but velocity 
because the lookup rate needs to be extremely fast. The indicators that are calculated need to be 
immediately written into the final data store as well as accessed by both the data store (via the 
connector) as well as the consumers. 

An in-memory database would be the most suitable solution as the data is cached in-memory. A 
prime example of such a database is REDIS[4], which is a key-value store, meaning it is primarily 
designed to store data using unique keys, all in-memory, making access time very low. An in-memory 
database such as REDIS can temporarily persist the data in its main memory because there are no 
disk-oriented storage algorithms. An instance of this database relies only on the CPU’s main memory 
and hence partitioning it by having multiple instances would utilize all the CPU’s main memory in a 
multi-node cluster environment. Although there is no disk-oriented storage, it does have the ability 
to connect to other database management systems, in this case, the calculated efficiency, equity and 
fairness indicator store to store the data on disk for a longer period of time. 

Since the output buffer is a very important part of the online AURORA analytics system, fault 
tolerance is a very important aspect and REDIS provides persistence that is fully customizable. It 
takes snapshots of the data at specified time intervals and multiple save-points can be defined that 
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make it possible to retrieve data in case of a power outage, leading to database shutdown, thereby 
greatly minimizing data loss. 

3.2  Flight Plans 

The Demand Data Repository (DDR)[5] is a service provided by Eurocontrol that provides the most 
accurate picture of pan-European air traffic demand. The DDR project was developed in two phases, 
DDR1 and DDR2. DDR2, now promoted as the DDR service, covers DDR1 functionalities and also 
collects early available flight intentions, or flight plans, from airlines (SSIM/INNOVATA data) and from 
coordinated airports through the European Union Airport Coordinators Association (EUACA). 

The data available from the DDR is much richer than what is required for calculating indicators within 
the AURORA online analytics platform. For this task, only filed flight plan information is actually 
required. However, for running experiments the full DDR data will be stored and only the flight plan 
portion will be streamed into the online analytics platform for calculating indicators. 

3.2.1 Flight Data Format 

The historical traffic data provided by DDR is stored in the ALLFT+ format, which contains the flight 
plan information. The format of the file is plain text, where each line contains information for a single 
flight. There are 172 data fields separated by semicolons. A typical DDR file for a single day records 
details of all flights in European airspace on that day. The 172 data fields can be classified into six 
groups which are briefly described below. Before beginning this description it is worth noting the 
following units that are used throughout: 

ǒ Date and time are expressed as YYYYMMDDHHMMSS; 

ǒ Flight level is expressed as hundreds of feet; 

ǒ Speed is expressed as knots. 

3.2.1.1 Group 1: GENERAL 

General, high-level information about a flight including, for example, departure aerodrome, 
destination aerodrome, departure time, aircraft identification, flight rules, type of flight, type of 
aircraft, radio communication, navigation and approach aid equipment and capabilities, and 
surveillance equipment. 

3.2.1.2 Group 2: CDM 

Airport Collaborative Decision Making (CDM) integrates processes and systems aimed at improving 
the overall efficiency of operations at European airports, particularly focusing on the aircraft turn-
around and pre-departure sequencing process. Data fields such as departure status, registration 
mark, collaborative decision making status, taxi time, aircraft type and procedure id are known 
before departure of a flight and stored within this group. 
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3.2.1.3 Group 3: FTFM (M1 – Filed traffic flight model) 

This information is derived from the Enhanced Tactical Flow Management System (ETFMS) after all 
the modifications to the initial flight plan, including Air Traffic Control Flight Plan Proposal (AFP) and 
delay (DLA) messages. It is the last filed flight plan from the airline and is the key data field used 
within the AURORA online analytics system. 

3.2.1.4 Group 4: RTFM, M2 – Regulated traffic flight model 

This message contains information only if the flight has been regulated. The data fields contain 
information regarding release numbers, baseline numbers, required flight level, speeds, fuel 
consumption, airspace profiles, and circle intersections. 

3.2.1.5 Group 5: CTFM, M3 – Computed traffic flight model 

This is the information captured in Enhanced Tactical Flow Management System (ETFMS) after the 
flight has been operated and Correlated Position Report (CPR) data is received showing which 4D 
trajectory the flight actually followed. It corresponds to the last filed flight plan data updated with 
available CPR information whenever a flight deviates from its filed flight plan by more than any of the 
pre-determined Network Manager Operations Centre (NMOC) thresholds of 5 minutes, 7FL or 20NM. 
The frequency of the radar data feed used by NMOC to update filed flight plans to construct the 
actual trajectory is one minute. This trajectory represents the closest estimate data files of the flight 
trajectories actually handled by controllers on the day of operations. This data is not part of the 
original flight plan but is appended to the ALLFT+ file after it has flown its course. This data is not 
used by the AURORA online analytics platform. 

3.2.1.6 Group 6: Other Complementary Information 

The remaining fields in the ALLFT+ file containing other information including, for example shortest 
constrained route (SCR), shortest RAD restrictions applied route (SRR), shortest unconstrained route 
(SUR), direct route (DCT) and correlated positions report for a flight (CPF). 

3.2.2 Collection, Storage & Manipulation Requirements: 

All flight plans collected by the DDR2 service on a given day are appended into one ALLFT+ file. At the 
end of the day, each ALLFT+ file on average takes about 1.3 GB of space. Each flight plan is updated 3 
hours before its departure and as a flight plan is ready; its data is appended into its corresponding 
ALLFT+ file. Flight plan data can be stored in simple ALLFT+ files and individual flight plans can be 
streamed to the AURORA online analytics using a suitable technology (e.g. Kafka) that can simulate a 
stream from a static .csv file. If sophisticated querying of flight plans from the ALLFT+ file is required 
to allow simulation of streams for different subsets of flights or different time periods the ALLFT+ file 
could be loaded to a suitable data store that allows more sophisticated querying before simulating 
the stream. 

Internally within the AURORA on-line analytics platform, flight plan data does not actually need to be 
retained. Once a flight plan is streamed to the platform it is passed to the trajectory generation 
component. The resultant trajectory data will be persisted but the flight plan data can then be 
discarded, which helps the system optimize its storage capabilities. 
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3.3 Weather 

This data source is used mainly to obtain the weather conditions at the position of an aircraft at any 
given time of the flight. So, for each 4D position (latitude, longitude, altitude and time) the value of 
different weather variables can be obtained. The most relevant variables for aviation are: 
temperature, pressure, and the two horizontal components of the wind speed, u and v (a positive u 
component represents wind blowing to the East and a positive v component is wind to the North). 
These variables directly affect the performance of the aircraft. 

Considering that NOAA provides a weather model, there is no way to know the real value of these 
variables at all the possible positions in the atmosphere of the aircraft. The models can represent a 
prediction of the weather (a forecast) or represent the "best guess" of reality (a reanalysis). 

Weather models use a Grid at a specific resolution. AURORA will work with the NCEP Grid 4 which 
has a resolution of 0.5º [6]. 

Forecast models can be run several times a day. When predicting trajectories in AURORA, the latest 
forecast available before the time of departure that covers the whole flight duration will be used. It 
must be noted that in general this model is not the forecast used by the airline when filing their flight 
plan and it might have an impact, particularly when assessing the performance between the optimal 
trajectory, the flown trajectory and the real one. Forecast models also have a time resolution, or 
"forecast step", which is expected to be one hour. 

3.3.1 Weather Data Format 

Global Forecast System (GFS) is a global numerical weather prediction system containing a global 
computer model and variational analysis run by the United States National Weather Service (NWS). 
This model contains common weather variables such as temperature, wind, and precipitation to soil 
moisture; and, atmospheric ozone concentration. 

Data for weather models is typically distributed in "GRIB2" format files. GRIB (GRIdded Binary or 
General Regularly-distributed Information in Binary form) format allows compressing the weather 
data significantly and includes metadata about the content of the file, so it is very convenient for 
transferring the data. The data can be extracted with many available tools. 

Once the "dataset" is extracted from the GRIB2 file, these fields are expected that are used in the 
trajectory reconstruction and generation algorithms: 

ǒ Reftime - "GRIB reference time" - The time when the forecast was produced; 

ǒ Time - "GRIB forecast or observation time" - The time for the forecast, typically as hours 
since the Reftime; 

ǒ Lat – Latitude typically in "degrees_north"; 

ǒ Lon – Longitude typically in "degrees_east"; 

ǒ Temperature_isobaric – Temperature in K; 
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ǒ Geopotential_height_isobaric – Geopotential Height in geopotential metres; 

ǒ Isobaric surface – The pressure in pascals for each isobaric level; 

ǒ Relative_humidity_isobaric. 

The weather forecast, updated every six hours, is contained in five GRIB2 files. For a full day (24 
hours), 20 GRIB2 files are generated and those files predict the weather forecast for the next 24 
hours as well. These files contain the global weather data. 

On average, the size of each GRIB2 file is about 2.4-2.5GB and hence the data for 24 hours can 
consume about 50GB of storage. Historical weather data is stored as well, that would cumulatively 
add up to terabytes of data. 

3.3.2 Collection, Storage & Manipulation Requirements 

The on-line trajectory generation and reconstruction algorithms require weather data and will be 
used to produce optimal trajectories when flight plan data becomes available, to reconstruct 
trajectories as track data becomes available and to forecast trajectories in response to proposed 
STAM (Short Term ATFCM Measures) [8]. Weather data is only required for the first and last of these 
tasks. Externally to the AURORA online platform, a full set of weather forecasts covering the 
complete time across which streaming data will be simulated for experiments must be stored to 
allow fast access to forecasts covering specific time periods. 

The trajectory generation and reconstruction processes will use the latest weather data file that is 
available at that time to produce trajectories. Since a new set of GRIB2 files is generated every 6 
hours, the update frequency of the external data store will be six hours. 

3.4 Surveillance 

Each airplane sends messages about its current indicators in real time (or near real time) using their 
transponders that need to be received on ground and processed. Most airplanes nowadays are 
equipped with ADS-B transmitters and receivers but there are still a few older models that operate 
only on RADAR technology. Both these surveillance data sources have been described with respect to 
the on-line AURORA system. 

3.4.1 Surveillance Data Format 

There are two types of surveillance data that will be used within the AURORA online efficiency 
monitoring system, ADS-B and Radar tracks. 

3.4.1.1 ADS-B 

This Data source refers to the ADS-B messages broadcast by many airplanes (practically all airliners) 
using their transponders. These messages are received by ground based receivers and can be used to 
reconstruct the trajectory of the flight. There are several types of messages that can be found but for 
AURORA the relevant ones are those about aircraft identification and position. AURORA source of 
ADS-B messages is FR24. 
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Messages are contained in a single line of CSV files. ADS-B messages are captured in CSV format. An 
excerpt of such messages, describing a particular flight, looks as follows: 

MSG,3,,,34324E,,2015/08/03,01:05:03.844,2015/08/03,01:05:07.058,,30050,,,45.69032,5.54741,,,0,0
,0,0 MSG,6,,,34324E,,2015/08/03,01:05:03.844,2015/08/03,01:05:07.058,,30050,,,,,,1021,0,0,0,0 
MSG,4,,,34324E,,2015/08/03,01:05:03.744,2015/08/03,01:05:07.058,,,428.0,51.0,,,-384,,,,, 
MSG,1,,,34324E,,2015/08/03,01:05:04.344,2015/08/03,01:05:07.058,IBE34CP,,,,,,,,,,, 
MSG,3,,,34324E,,2015/08/03,01:05:05.943,2015/08/03,01:05:15.337,,30025,,,45.69296,5.55218,,,0,0
,0,0 MSG,6,,,34324E,,2015/08/03,01:05:05.943,2015/08/03,01:05:15.337,,30025,,,,,,1021,0,0,0,0 
MSG,4,,,34324E,,2015/08/03,01:05:10.643,2015/08/03,01:05:15.337,,,426.0,51.0,,,-128,,,,, 

It should be noted that, initially, the timestamp in these messages is not broadcast by the 
transmitter, but is written by the receiver at the time of receiving it, hence the actual position of the 
aircraft is not totally accurate according to the timestamp. Instead, the position and timestamp are 
predicted and recalculated respectively; using Kalman filters after which the time and position are 
displayed. 

ADS-B messages are formatted according to the SBS Station schema from Kinetic's SBS-1 & SBS-3 
Mode-S (described in Annex 1 of AURORA deliverable D3.1) [10]. They comprise 22 fields of data to 
describe six different types of messages which are classified into two main families: i) messages sent 
by the aircraft (MSG), and ii) messages triggered by user inputs or system settings (SEL, ID, AIR, STA, 
and CLK). All of these messages are described as follows: 

ǒ MSG messages describe eight different types of events from the aircraft: 

ƺ Messages of type 1 identify the flight using its callsign attribute; 

ƺ Messages of type 2 send information about the surface position (obtained from nose 

gear squat switch) of the flight; 

ƺ Messages of types 3 and 4 send information about the airborne position and velocity 

of the flight respectively; 

ƺ Messages of types 5 and 6 provide particular surveillance information from ground 

radar. Both types of messages must be preceded by messages 1,2,3,4, or 8; 

ƺ Messages of type 7 describe air to air information from TCAS. These messages are 

included in the SBS socket output; 

ƺ Finally, messages of type 8 implement all-call replies. 

ǒ SEL messages are generated when the user changes the selected aircraft in BaseStation. 

ǒ ID messages are generated when an aircraft being tracked sets or changes its callsign. 

ǒ AIR messages are generated when the SBS picks up a signal for an aircraft that it is not 
currently tracking. 

ǒ STA messages are generated when an aircraft's status changes according to the time-out 
values in the Data Settings menu. 

ǒ CLK messages are generated when the user double-clicks (or presses return) on an aircraft 
(i.e. to bring up the aircraft details window). 
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3.4.1.2 Radar Tracks 

This data source provides radar track data of the Spanish airspace managed by the Spanish ATC 
provider ENAIRE. This specific radar track file consists of tabular data rows with a timestamp key and 
several columns of geospatial information for each one of these timestamps. The update interval is 5 
seconds. The area provided is separated into 5 different regions delivered each one on a different 
tracing report plain text file (.ifs files). 

In terms of radar track data, each region is independent from the others because the projections of 
the geographical coordinates in stereographic ones have different tangency point for each region; 
thus, neighbour regions files could have row with repeated information but the stereographic (X-Y) 
coordinates. 

Also there is not a unique squawk (or SSR code) per flight on the files since SSR codes of the radar 
tracks are reused after a certain time interval once they are released (close to the half hour but never 
a fixed value) because there are a limited quantity of codes that can be used. On the other hand, 
some call-signs of flights can be used several times per day for common routes (the same plane/flight 
goes and returns the same route on the day). All this means that the way to provide meaning to 
these files is using mainly timestamp and call-sign information with some help of the geospatial 
information. 

The files are named with the first letter according to the region and the date on format yymmdd. The 
IFS files are not real-time messages, they are processed from the data generated by the Spanish 
traffic control system from the real time messages generated by radar system and transmitted using 
Asterix protocol, Eurocontrol standard for the exchange of air traffic services information. 

All this information has been processed and structured in a single table with only the meaningful 
data to provide a whole flight unique track identified by a unique flight key. 

3.4.1.3 Collection, Storage & Manipulation Requirements 

The collection, storage and manipulation requirements for each type of surveillance data, ADS-B and 
radar tracks, will be described separately. 

3.4.1.3.1 ADS-B 

ADS-B messages that are transmitted by airplanes are in CSV format, as described. The messages are 
first processed by FR24 who clean and filter the data. The data is then ingested into the streaming 
application through the FR24 live-feed service in JSON format. 

The data in each JSON file is in the form of a dictionary where the flight ID is the key having a 
hexadecimal value and the values are at least 18 fields corresponding to that key. For the on-line 
calculation of indicators, the data needs to be manipulated in such a way that those fields relevant to 
the streaming application are retained. The relevant subset of fields is ‘callsign’, ‘flight’, ‘latitude’, 
‘longitude’, ‘altitude’, ‘last_update’, ‘speed’, ‘vspeed’ and ‘on_ground’. 

These fields are described briefly below: 

1. callsign: The callsign code, EG. THY7QS; 

2. flight: The flight number, EG. DY311; 
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3. latitude: floating point degrees; 

4. longitude: floating point degrees; 

5. altitude: in feet2 (feet-squared); 

6. last_update: sample time in seconds since midnight 1 Jan 1970 UTC/GMT; 

7. speed: ground speed in knots; 

8. vspeed: vertical speed in feet per minute; 

9. on_ground: indication of flight status, 1 for on ground else 0 in-flight. 

The size of the ADS-B data for all flights in the ECAC area for a day is in the range of 2GB to 3GB. This 
data comes continuously as a live stream and needs to be immediately fed into the trajectory 
reconstruction process and the input buffer (from Figure 4). For the calculation of certain indicators, 
a synthetic reconstructed trajectory is not required. Instead, just the data from the ADS-B receiver is 
required which is why it also needs to be sent to the streaming processor through the buffer. This 
data, once processed, is not required to be stored and hence can be discarded once used. For this 
reason, a special data store is not required inside the AURORA online system. 

3.4.1.3.2 RADAR Tracks 

The RADAR information within the Spanish airspace that has been processed and structured is in CSV 
format. All the relevant RADAR data for a full day is contained in one CSV file which is on average 
about 500 MB. The RADAR tracks are updated every five seconds as well and are streamed into the 
AURORA online platform. Hence, a separate data store is not required as the data does not need to 
be stored. 

3.5 Synthetic Trajectories 

This data source represents trajectories generated by the BR&TE Trajectory Predictor Engine 
(INCEPT) or BR&TE trajectory reconstruction algorithm (INTRAC). Under AURORA, INCEPT is used to 
generate different types of synthetic trajectories representing different possible alternative flight 
conditions with respect to the real flown trajectory. These alternative flight conditions could be a 
flight following the initial flight plan, the minimum distance trajectory, the most fuel efficient or the 
most cost efficient one. INTRAC is used to reconstruct the complete aircraft state given the real flown 
trajectory obtained from surveillance data (ADS-B or Radar track, depending on the scenario). 

The trajectory output format is an XML file containing several fields associated to the aircraft which is 
represented in the trajectory (trio: aircraft_identifier_information) and the trajectory itself 
(op_solver: trajectory). Within the trajectory field, there are several sub-elements which link the 
input information (intent information) with trajectory states, a reference time and a sequence of 
aircraft states containing a certain set of variables. 

The XML files generated by the process are what would be used in the streaming system for the 
calculation of the on-line indicators. Contained in each file are the 117 state variables of a flight at 
each position of the trajectory. These variables contain information about time, latitude and 
longitude parameters, distance, altitudes, various pressure levels, different speed levels, 
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aerodynamic angles and speeds, force parameters, mass, fuel consumption coefficient, weight 
coefficients, temperature, wind and other statistical coefficients. 

3.5.1 Storage, Collection & Manipulation Requirements 

Only the XML files outputted by the trajectory generation process are required in the AURORA online 
analytics platform. From the BR&TE ADAPT platform, the generated trajectories for four airlines 
consume approximately 50 GB of space on one day of operation. An exact estimation of the size 
cannot be made at this point but for the full European airspace, the generated trajectories will take 
hundreds of gigabytes per day and hence a Big Data storage solution is required, both for the 
generated and the reconstructed trajectories. 

3.5.1.1 Generated Trajectories 

For the on-line calculation of indicators and efficiency metrics, trajectory information is going to be 
constantly accessed; hence a NoSQL database management system with big storage as well as fast 
retrieval would be the requirement. Each generated trajectory is required to be stored for the offline 
conduction of experiments. As described in the earlier sub-sections, column family oriented key-
value data stores would be suitable as the data would be distributed amongst the different servers 
making it more efficient for storage and retrieval tasks. The generated trajectories also need to be 
retrieved from the store into the input buffer very quickly. During peak times in the European 
airspace, more than 3,000 flights are operating which means all their trajectories (approximately four 
per flight) need to be stored (more than 12,000 at any point in time) as well as accessed in real time. 
For this reason, the buffer needs to have the capability to keep all the trajectory data temporarily, in 
the correct order, so that it can be streamed to the streaming processor without latency or data loss. 
The data that is sent to the buffer, however, will not need to contain all these state variables as only 
a subset is required to calculate efficiency indicators. The synthetic trajectory store will be constantly 
queried by the connector which will load the required trajectories into the buffer. Hence the size of 
each trajectory in the queue would be less than that of the data store, but the cumulative size of the 
trajectories to be queued would be a few gigabytes. 

Each generated trajectory contains the values of all the state variables at each position. These 
positions need to be regularly accessed by the streaming processor through the input buffer, which 
requires extremely fast retrieval. More importantly, in-flight, the distance at each point in the actual 
reconstructed trajectory needs to be compared with its corresponding optimal generated trajectory 
distance at the point closest to its current position. This can be achieved in two ways. First, at each 
position in the actual reconstructed trajectory, the distances to other positions in its corresponding 
generated trajectory can be calculated and stored in a list-like data structure from which the 
minimum values could then be retrieved. This is a brute force methodology and is computationally 
very intensive and would introduce latency into the pipeline. Another method is using the K-
Dimensional tree (k-d tree), which is one of the best known data structures for such problems. It is a 
balanced binary tree and is constructed in such a way that it finds the nearest data point in its 
immediate environment. It does not need to know the full set of data points before-hand and can 
dynamically find the nearest node dynamically. Hence storing trajectory data in the form of a k-d tree 
in the data store would decrease computation time and will be used as the preferred methodology. 
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3.5.1.1.1 Reconstructed Trajectories 

The outputs of the trajectory reconstruction process, which is the reconstructed trajectory, are XML 
files containing all the aircraft state variables during the course of the flight. All the reconstructed 
trajectories in the ECAC area for a day (24 hours) are estimated to be around 200 GB. For the 
AURORA on-line analytics system, the actual trajectories are needed only for the comparison to their 
corresponding optimal generated trajectories and therefore do not need to be stored for the long 
term. After a trajectory is produced from the reconstruction process, it is streamed into the 
streaming processor through its input buffer. This input buffer (for example, Kafka queues) must 
have the capability to queue large amounts of data to be sent without any latency or data loss. After 
the data from one trajectory is used it is no longer needed and can be discarded. It can be noted that 
the actual trajectories contain more positional data points than the generated trajectories and are 
more detailed. Each trajectory itself is quite dense which is why a separate buffer would be required. 
Also, the complete trajectories with all their corresponding state variables would be streamed into 
the system as there is no separate database to query from. An estimation of the size of the buffer 
required during peak times (approx. 3000 flights) would be about 2GB – 3GB. 

3.6 Aircraft Performance 

Trajectory generation and reconstruction relies on the existence of an Aircraft Performance Model 
(APM) for every aircraft in operation. EUROCONTROL, in cooperation with aircraft manufacturers and 
operating airlines, has created and maintains an APM called Base of Aircraft Data (BADA). To perform 
trajectory reconstruction and generation in the AURORA online analytics platform, access to BADA 
information will be required. 

3.6.1 Storage, Collection & Manipulation Requirements 

The AURORA project uses the Base of Aircraft Data Revision 3.10 (BADA R3.10 [7]) for performance 
modelling. It contains a set of ASCII files containing performance and operating procedure 
coefficients for 399 different aircraft types. The BADA R3.10 was released in April 2012.The aircraft 
performance data in BADA R3.10 is one of the inputs in the on-line trajectory 
generation/reconstruction algorithm responsible for generating synthetic trajectories. The algorithm 
uses text-based APF and OPF files from the BADA and extracts the required coefficients needed for 
the generation of trajectories. The Airline Procedure Files (APF) contain speed procedure parameters 
for a specific aircraft type and the Operations Performance Files (OPF) contain the performance 
parameters for a specific aircraft type. 

From the point of view of the AURORA online analytics platform the BADA can be considered a static 
data repository. Each APF file is only 2.5 KB and each OPF file is only 4.3 KB (from the BR&TE ADAPT 
platform). Hence, for one aircraft, only 6.8 KB of disk space is consumed. Since there are 399 flights 
in BADA R3.10, the total space it consumes would be 2.65 MB. 

A special storage solution is not needed to store these BADA files as it is quickly accessed by the 
trajectory generation and reconstruction algorithm directly from its repository. 
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3.7 Operational Context 

The Operational Context comprises of actual configurations detailed in DDRII files, where the 
controllers and network and flow managers detail significant events and operational information, as 
well as the division of airspace in sectors in which the provision of air traffic services is divided. 

3.7.1 Data Format 

The Sector and Volumetry information in the Demand Data Repository (DDR) is organized per year 
and AIRAC cycle (every 28 days) in six text files: 

ǒ Configurations file (.cfg): This file contains the information related to airspace configuration. 

ǒ Opening Scheme file (.cos): This file contains information of the airspace configuration 
applied in a certain period of time (day and start/end time). 

ǒ Capacity file (.ncap): This file contains information of the airspace capacity in a certain period 
of time (day and start/end time). 

ǒ Volumetry information divided into three files: 

o Airspace file (.spc): This file contains information of the airspace, its id, the number 
of sectors, and the name of each sector that composes it. 

o Sector Glasel level file (.gsl/sls): This file contains information of the airspace sector 
configuration, its id, the number of airblocks, the name of each of the airblocks that 
compose it and its boundary levels. 

o Airblock file (.gar/are): This file contains information of the airblock configuration, its 
id, the number of waypoints, the name of each waypoint that composes it and its 
latitude and longitude. 

3.7.1.1 Storage, Collection & Manipulation Requirements 

During the trajectory generation process, the operational context model is used (in conjunction with 
user preferences) to generate aircraft intent which in turn is a key input to the trajectory synthesis 
process. 

The Sector and Volumetry information from the Eurocontrol DDR service for European airspace 
consumes only about 4 KB of space and hence a special data storage solution is not required for its 
retrieval or storage. 

The update frequency of these text files is every AIRAC cycle (28 days). In the AURORA online 
analytics platform this data would be accessed by the trajectory generation process directly from the 
DDR service. 

 

3.8 Route Charges/ANSP Fees 

The Central Route Charges Office (CRCO) runs an efficient system for the cost recovery of air traffic 
services made available to airspace users[9]. On behalf of EUROCONTROL’s Member states, the CRCO 
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bills and collects route charges that fund air navigation facilities and services and supports Air Traffic 
Management developments. Each aircraft operator receives a single bill per month in EURO, no 
matter how many EUROCONTROL Member States were overflown. The billing and recovery of air 
navigation charges is indispensable in ensuring that air navigation facilities are steadily financed and 
safely operated, paving the way for the future evolution of the Single European Sky and the 
European ATM Master Plan (SESAR). 

3.8.1 Storage, Collection & Manipulation Requirements 

In order to compare estimated costs against real costs, certain cost indicators need to be reconciled, 
and therefore the Route Charges and ANSP Fees information is required to be accessed to allow for 
recalculation of costs as flight parameters change. The AURORA on-line system needs to be able to 
compare flown trajectories to the estimates created prior to a flight’s departure. Therefore, AURORA 
needs to retrieve estimated route charges data, based on flight plans and a PDF listing 
EUROCONTROL’s rates per member state, to make real time updates to the variable components of 
the fee, such as distance flown in each charging zone (Member State), and aircraft weight.  To reduce 
the effects of exchange rate fluctuations, the unit rates are adjusted each month in line with the 
exchange rate of the EURO with the other national currencies concerned. This information can be 
accessed directly from the Central Route Charges Office (CRCO)[9]. Because the size of the data is 
small, it just needs to be loaded in memory, and not on disk eliminating the need for any major 
storage requirement. 

3.9 Summary 

Table 2 summarises the storage, collection and manipulation requirements for each of the data 
sources relevant to the AURORA online analytics platform. 

Data Source  Size Update Frequency Access Frequency  Original Format 

FLIGHT PLAN 1.3 GB per day 

Continuous, as and 
when a flight plan is 
ready 

3 hours, if grouped by 
flight 

ALLFT+ 

WEATHER 

50 GB per 2 days 
(Global Weather 
Data covering the 
next 24 hours as 
well) 

6 Hours 
Less than the time taken 
to generate trajectories 

GRIB2 

SURVEILLANCE ADS-
B 

2GB – 3GB per day 5 Seconds 
Less than the update 
frequency of on-line 
indicators (5 Seconds) 

JSON 

SURVEILLANCE 
RADAR TRACK 

Approx. 500 MB per 
day 

5 Seconds 
Less than the update 
frequency of on-line 
indicators (5 Seconds 

CSV 
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RECONSTRUCTED 
TRAJECTORIES 

Approx. 200 GB per 
day 

5 Seconds < 5 Seconds XML 

GENERATED 
TRAJECTORIES 

Hundreds of GB per 
day 

5 Seconds < 5 Seconds XML 

AIRCRAFT 
PERFORMANCE 

Total Size: 2.65 MB 
Version changes 
every 1-2 years (Only 
if required) 

None (Not required to be 
accessed in a separate 
database) 

TEXT (APF, OPF 
Files) 

OPERATIONAL 
CONTEXT 

Size of Sector 
Configurations: 4 KB 
(in European 
Airspace) 

Organized per year 
and updated per 
AIRAC Cycle (28 days) 

None (Separate Database 
not required) 

TEXT (CFG, COS, 
NCAP, SPC, 
GSL/SLS, 
GAR/ARE Files) 

ROUTE 
CHARGES/ANSP FEES 

Unit Rates PDF Size: 
152 KB 

Unit Rates adjusted 
each month 
according to EURO 
exchange rate 

None (Separate Database 
not required) 

TEXT, PDF 

Table 2: A summary of the requirements associated with storage of each of the data sources relevant to the AURORA 
online analytics platform 



AURORA D4.1 DATA STREAMING REQUIREMENTS  
 

  

 
 

 

 

© – 2016 – Aurora Consortium  
All rights reserved. Licensed to the SESAR Joint Undertaking under conditions 

29 

 

 

4 Data Processing Requirements 
This section describes the requirements to perform different processing jobs in the AURORA online 
analytics platform. First, we provide an overview of the fundamental concepts of technical 
requirements in online streaming data applications. Then, we describe the specific technical 
requirements for the four types of indicators that will be calculated for AURORA. 

4.1 Requirements for Online Streaming Applications 

This subsection gives a general introduction to implementation and performance requirements for 
online streaming applications, with particular focus on the measures that are used to specify 
requirements. 

4.1.1 Implementation Requirements 

Implementation requirements consist of the specification of input and output data along with the 
computations needed to calculate indicators. 

4.1.2  Input / Output Data 

To implement a certain online indicator calculation, the format and type of input and output data 
need to be specified. In practice, the accessibility of input and output data is an issue. Furthermore, 
even if the data is accessible, the data format may not be as required for indicator calculation. Data 
volume is also an important consideration. Therefore, a clear definition on the minimum required 
data fields and the data volume in total for any intended calculation are required for any online 
streaming application. 

4.1.3 Computations 

Having prepared enough data, then the details of computations need to be defined clearly for the 
efficient implementation of online indicator calculation. In general, a single computation operation, 
such as summation, division, or triangular functions, cost negligible time to compute with the 
capability of modern platforms. However, when a more sophisticated algorithm needs to run 
repeatedly (e.g. trajectory generation), even if it implements a few single operations, it may lead to 
massive computation time with an improper design. Moreover, sometimes, the processing data job 
needs the output of the previous iteration as the input of the next iteration. This kind of operation 
needs carefully designed synchronisation in the context of distributed file systems. 

4.2 Performance Requirements 

The performance requirements of an online streaming system indicate how efficiently a data pipeline 
will need to perform a set of tasks in order to process data. Ideally, users expect that a system can 
achieve maximal performance according to all relevant performance metrics. In practice, however, a 
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trade-off needs to make between good performance and cost constraints (i.e. machine capabilities). 
Therefore, it is very important to prioritize the requirements along different performance metrics, in 
order to maximise the users’ satisfaction and minimize the design and implementation cost. The key 
metrics used to measure the performance of an online streaming system are described below. 

4.2.1 Accuracy  

Accuracy measures how closely the calculated indicator values using the online stream data 
processing system match realistic, exact value computed offline. In offline data analytics, it takes for 
granted that the accuracy should be 100%. However, when shifting to an online environment, due to 
instable network conditions, some messages could be lost, and due to the computation time 
requirements, some optimization calculations need to be transformed into approximations to gain 
faster computation speed. In this case, a range of accuracy that users can tolerate is necessary for 
building a streaming data processing system. For example, “99.999% average accuracy” would be 
hard to achieve, while “70% average accuracy” could be a practical target. 

4.2.2 Latency 

Latency defines the time delay from a starting point to an ending point. We consider two types of 
latency here. One is the system latency, which means for each message, from the moment when it is 
being sent by a certain producer, e.g. a track record from FlightRadar24, to the moment when it is 
consumed by either Network Managers or Airspace Users. This latency is counted in the possible 
lifecycle of a message. Another type of latency is called user-oriented latency, which is calculated 
from the time when a request is being sent by a consumer, e.g. when an ATM operator wants to 
check what the current Horizontal Flight Efficiency (HFE) for a specific flight is, to the time when it 
receives the answer. 

Note that the “average” metric should be avoided as the number of requests or messages dealt with 
in this type of system is usually massive. Instead, the expected results should be “99/97/95 
percentile latency achieved is less than 5 minutes”. 

4.2.3 Throughput  

Throughput is the volume of data per unit time that a system can handle. By “can handle” we do not 
simply mean that a system can receive and store some amount of data, but rather the maximum 
amount of data per unit time for which a system can continue to receive, process, and publish 
results. Thus, the throughput of a system only makes sense when it guarantees a certain level of 
accuracy and latency. 

As an indicator of the likely throughput that the AURORA online analytics platform might need to 
achieve, Figure 5 shows the maximum number of aircrafts under surveillance in the European area at 
each hour throughout a day based on data provided by FlightRadar24. There are 20,841 flights in 
total throughout a day and the figure indicates how the number of flights varies with each of 24 
hours on Jan 10th 2017. The peak traffic is 3,201 flights at around 17:00. Considering the update time 
interval for track data is about 5 seconds and each data record takes roughly 270 bytes the 
throughput target for the AURORA online analytics platform would be approximately 0.17 MB/sec 
((3201*270) /(1024*1024*5)). 
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Figure 5: The number of flights in the European Area on Jan 10th 2017 UTC/GMT (source: FlightRadar 24
1
) 

4.2.4 Fault-tolerance 

Fault-tolerance is a property of a system that can continue to run stably even when a failure occurs. 
The advantage of running streaming platforms on a cluster, rather than a single machine, is that if a 
server goes down in this cluster, one of other servers will immediately replace and restore the data 
and states from pre-configured repetitions and checkpoints. In general, the more repetitions and 
checkpoints are set, the higher fault-tolerance a system can achieve. The cost of this is the n-fold 
storage spaces (n defines the number of required repetitions) for repetition and overhead to 
generate checkpoints saving states. Tuning the number of repetitions and the frequency of 
checkpoints is a performance strategy for a whole system. It is not dependent on various online 
indicators and thus will not appear in the following subsections but remains an important 
overarching consideration. 

4.3 Data Processing Requirements for Trajectory Preparation 

Trajectory data is a key resource in calculating online efficiency, equity, and fairness indicators. 
Trajectory preparation is a set of pre-processing steps to ensure the availability of trajectory data for 
online indicator calculation. Calculating online indicators requires two types of synthetic trajectory 
data for each flight. One is the reconstructed trajectory, which reflects the cost (i.e. distance, fuel 
consumption, time) at each timestamp estimated by the actual flown trajectory. The other is the 

                                                           

 

1
 A simple filter is applied to the raw zipped JSON data file where the data lines with “on_ground” equals to 0 are selected 

and duplicated data lines are removed. 
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generated trajectory, which reflects the ideal cost at each timestamp estimated by flight plan, 
geodesic trajectory, weather, and aircraft performance. 

In general, a synthetic trajectory data file in xml format for one flight and one cost type requires 
approximately 2MB of storage. There are about 3,200 flights in the peak hour of European sky (see 
Figure 5). Considering four types of generated trajectory for each flight (GEO, GEO_FR, UP, 
UP_noweather), and one reconstructed trajectory for each flight, the trajectory storage requirement 
for online indicator calculation in the peak hour is 31.25GB. This trajectory data needs to be easily 
accessible for online calculation of indicators. 

It is too expensive to pre-load 31.25GB in memory for online indicator calculation, but it would also 
require too many time-consuming I/O operations if data was only accessed from disk when needed. 
As trajectory reconstruction is faster than generation and generation does not depend on fast 
changing track data (for the most part), it is suggested that trajectory generation should be finished 
before a flight departure, while trajectory reconstruction can proceed online. 

A cache is required between the connector application and database. This cache in practice can be 
implemented using a Redis datastore (or other similar technology), which stores data in key-value 
pairs in memory, and supports some fundamental query operations for the online indicator 
processor to retrieve trajectory data (sophisticated querying will not be required). The size of this 
cache is something that can be determined experimentally within the system.  For example, 31.25GB 
is the peak requirement per hour, then, for five minutes, the data could be reduced to around 2.5GB, 
which is quite manageable and achievable in designing a real system. In terms of the cache 
replacement policy, the first-in-first-out (FIFO) is suggested, which means we only save the latest five 
minutes of data in memory. 

Metric Detail 

Accuracy 

Should be high for reconstructed trajectory. 

E.g.: 99 percentile 95% accuracy. 

Should be 100% for generated trajectory. 

The accuracy of the cost value reflected in the reconstructed trajectory should be very high, as 
it is the input for all the indicators that need to be calculated online. 

The accuracy of generated trajectory needs to be 100% as it is a completely offline process. 

Latency 

System latency: 5 seconds. 

As the update frequency of live surveillance data of a plane is 5 seconds, if system latency is 
longer than 5 seconds, then extra overhead is incurred to manage the buffer. 

User-oriented latency: 1 second. 

As checking the results means consuming data from a buffer, no processing steps will be 
involved, thus this latency is shorter than system latency. 

Throughput 

0.17 MB/sec. (see discussion earlier in this section) 

This throughput will need to be achieved while maintaining adherence to the accuracy and 
latency requirements described above. 

Table 3: Performance requirements for trajectory preparation 

 



AURORA D4.1 DATA STREAMING REQUIREMENTS  
 

  

 
 

 

 

© – 2016 – Aurora Consortium  
All rights reserved. Licensed to the SESAR Joint Undertaking under conditions 

33 

 

 

4.4 Data Processing Requirements for Online Efficiency Indicators 

Calculating online efficiency indicators for a certain flight involves updating the value of a flight 
efficiency indicator according to its flown trajectory since departure and its latest geo-position with 
other aircraft states (e.g. speed). Table 4 details the implementation requirements for calculating 
online efficiency indicators and Table 5 details the performance requirements for calculating online 
efficiency indicators. 

Type Detail 

Input data 

Flight id: The identification that can uniquely represent a flight. Could be either “flight number” 
or “call sign number”. 

Track Position: The latest track position recognized for the flight. 

In order to get actual and optimal cost, extra inputs such as NOAA weather data, flight plan, 
surveillance data, and aircraft performance data are needed for trajectory reconstruction and 
generation algorithm. 

Computation 

Actual cost: The actual accumulated cost up to the latest time stamp since a flight’s departure. 
The definition of cost varies by different indicators. 

According to [10], the actual cost here could be: flown distance ὒ  in indicator ὑὉὃ, en-route 
average flight level ὥὺὫὊὒ in indicator ὠὉὃ , consumed fuel Ўά  in indicator ὊὉὃ , 
total en-route cost of time, fuel, and route charge ὅ  in indicator ὅὉὃ 

Optimal cost: The minimum cost a flight can achieve up to the latest time stamp. 

According to [10], the optimal cost here could be: flown geodesic distance Ὄ in indicator ὑὉὃ, 
en-route average flight level of the minimum fuel consumption trajectory ὥὺὫὊὒ in 
indicator ὠὉὃ , consumed fuel of the minimum horizontal distance trajectory Ўά  in 
indicator ὊὉὃ , the minimum total en-route cost of time, fuel, and route charge ὅ  in 

indicator ὅὉὃ 

Efficiency Indicator: 
ÁÃÔÕÁÌ ÃÏÓÔ
ÏÐÔÉÍÁÌ ÃÏÓÔ

ρϷ 

The formula shown above will not cause excessive calculation time. 

Obtaining the latest cost of actual and searching its corresponding optimal trajectory point may 
cause massive calculations. 

Output data Flight id; last updated time; last updated indicator(s) 

Table 4: Implementation requirements for calculating online efficiency indicators 

 

Metric Detail 

Accuracy 

Should be high. 

E.g.: 99 percentile 90% accuracy. 

The results of online efficiency indicators determine the results of online fairness & equality 
indicators, and the subsequent forecast indicators. If lower accuracy is tolerated at this step, 
then eventually the STAM would be taken based on very inaccurate metrics. 
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Latency 

System latency: 5 seconds. 

As the update frequency of live surveillance data of a plane is 5 seconds, if system latency is 
longer than 5 seconds, then extra overhead is incurred to manage the buffer. 

User-oriented latency: 1 second. 

As checking the results means consuming data from a buffer, no processing steps will be 
involved, thus this latency is shorter than system latency. 

Throughput 

0.17 MB/sec. (see discussion earlier in this section) 

This throughput will need to be achieved while maintaining adherence to the accuracy and 
latency requirements described above. 

Table 5: Performance requirements for online efficiency indicators 

4.5 Data Processing Requirements for Online Fairness & Equity 
Indicators 

Calculating online efficiency indicators for a certain group of flights (i.e. usually grouped by each 
airspace user) allows us to update the value of fairness and equity indicators, according to the last 
updated online efficiency indicators of flights in each group. A STAM is taken based on this indicator. 
Specifically, when a hotspot is detected, the group of flights which show high fairness and equity will 
be chosen to perform a STAM. 

Table 6 details the implementation requirements for calculating online fairness & equity indicators 
and Table 7 details the performance requirements for calculating online fairness & equity indicators. 

Type Detail 

Input data 

Flight group id: The identification that can uniquely represent a group of flights. Could be the 
acronym of a certain airline. 

Flight group list: A list of flight ids for each flight group. 

Online efficiency indicators: The last updated value of online efficiency indicators for each 
flight. 

Maximum clearance level: The threshold of flight level for each flight that considered to be 
efficient or acceptable. 
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Computation 

Average metric for all flights in each airspace user j ὥὺὫ: This variable is the mean value of a 

certain metric for all flights operated by a particular airspace user j. 

According to[10], a certain metric could be “percentage of flights that fly at their optimum 
flight level” or “average percentage of actual and planned fuel consumption/cost for each 
airline that belongs to j” 

Average metric for all airspace users ὥὺὫ: This is the mean value of ὥὺὫ  for all airspace 

users (denote the number of airspace users as n) in the detected hotspot.  

According to[10], this mean value could be ὼ  in indicator Ὁὗ, or ὼ  in Ὁὗ , or ὼ  in  
indicator Ὁὗ , or ὼin indicator Ὁὗ, or ὼ in indicator Ὁὗ 

Fairness & Equity indicator: В  

These calculations involve summations, evolutions, and squares which may cause some delays. 

An extra operation that needs to be performed here is the “group”. Because the fairness and 
equality indicators need to be computed for each airline, which contains a group of flights, and 
one “group” is determined only by examining all the data points, which requires little 
computation. 

Output data Flight group id; last updated time; last updated equity; last updated fairness 

Table 6 - Implementation requirements for online fairness & equity indicators 

Metric Detail 

Accuracy 

Should be acceptable. 

E.g.: 99 percentile 80% accuracy. 

It is the basis of STAM thus it should not be low. It requires online efficiency indicators as its 
input, thus it has relatively lower accuracy. 

Latency 

System latency: 30 seconds. 

It is more computationally expensive. 

User-oriented latency: 35 seconds. 

Checking the indicator results means more than consuming data from a buffer, as it triggers the 
fairness and equity indicator calculation, thus this latency is longer than system latency. 

Throughput 

0.17 MB/sec. (see discussion earlier in this section) 

This throughput will need to be achieved while maintaining adherence to the accuracy and 
latency requirements described above. 

Table 7: Performance requirements for online equity & fairness indicators 

4.6 Data Processing Requirements for Forecast Efficiency 
Indicators 

Calculating forecast efficiency indicators for a certain flight is to forecast the value of a flight 
efficiency indicator at its destination, according to its online efficiency indicators, latest geo-position 
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with other aircraft states (e.g. speed), and its forecasted trajectory for the rest of its journey given a 
certain STAM.  

Table 8 details the implementation requirements for calculating forecast efficiency indicators and 
Table 9 details the performance requirements for calculating forecast efficiency indicators. 

Type Detail 

Input data 

Flight id: The identification that can uniquely represent a flight. Could be either “flight number” 
or “call sign number”. 

Online efficiency indicators: The minimum cost a flight can achieve up to the latest time stamp. 

STAM: A STAM that needs to take to balance the inefficiencies. 

Computation 

Forecasted trajectory: The estimated trajectory from the current position to its destination. 

It is triggered by a request from STAM component. 

It is updated once it receives a new such request. 

The prediction may cause excessive delays as it might need lots of I/O operation to historical 
data and iterative computations. 

Output data Flight id; ; forecast update time; forecast efficiency indicator(s) 

Table 8: Implementation requirements for forecast efficiency indicators 

Metric Detail 

Accuracy 

Should be acceptable. 

E.g.: 99 percentile 70% accuracy. 

It is the basis of the evaluation of a given STAM thus it shouldn’t be low. It requires online 
efficiency indicators as its input, and predication process involved, thus it has relatively lower 
accuracy. 

Latency 

System latency: 180 seconds. 

It is even more computationally expensive. 

User-oriented latency: 1 second. 

As checking the results means consuming data from a buffer, no processing steps will be 
involved, thus this latency is shorter than system latency. 

Throughput 

0.17 MB/sec. (see discussion earlier in this section) 

This throughput will need to be achieved while maintaining adherence to the accuracy and 
latency requirements described above. 

Table 9: Performance requirements for forecast efficiency indicators 

4.7 Data Processing Requirements for Forecast Fairness & Equity 
Indicators 

Calculating forecast fairness & equity indicators for a certain group of flights (usually grouped by each 
airspace user) involves computing the value of fairness and equity indicators, according to flight 
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efficiency indicators that are forecast for each flight in each group based on projected STAM 
measures. 

Table 10 details the implementation requirements for calculating forecast fairness & equity 
indicators and Table 11 details the performance requirements for calculating forecast fairness & 
equity indicators. 

Type Detail 

Input data 

Flight group id: The identification that can uniquely represent a group of flights. Could be the 
acronym of a certain airline. 

Flight group list: A list of flight ids for each flight group. 

Forecast efficiency indicators: The value of forecast efficiency indicators for each flight. 

Maximum clearance level: The threshold of flight level for each flight that considered to be 
efficient or acceptable. 

Computation 

Average metric for all flights in each airspace user j ὥὺὫ: This variable is the mean value of a 

certain metric for all flights operated by a particular airspace user j. 

According to[10], a certain metric could be “percentage of flights that fly at their optimum 
flight level” or “average percentage of actual and planned fuel consumption/cost for each 
airline that belongs to j” 

Average metric for all airspace users ὥὺὫ: This is the mean value of ὥὺὫ  for all airspace 

users (denote the number of airspace users as n) in the detected hotspot.  

According to[10], this mean value could be ὼ  in indicator Ὁὗ, or ὼ  in Ὁὗ , or ὼ  
in  indicator Ὁὗ , or ὼin indicator Ὁὗ, or ὼ in indicator Ὁὗ 

Fairness & Equity indicator: В  

These calculations involve summations, evolutions, and squares which may cause some delays. 

An extra operation that needs to be performed here is the “group”. Because the fairness and 
equality indicators need to be computed for each airline, which contains a group of flights, and 
one “group” is determined only by examining all the data points, which requires little 
computation. 

Output data Flight group id; forecast update time; forecast equity; forecast fairness 

Table 10: Implementation requirements for forecast fairness and equity indicators 

Metric Detail 

Accuracy 

Should be acceptable. 

E.g.: 99 percentile 60% accuracy. 

It is the evaluation of the consequences of STAM thus it should not be low. It requires forecast 
efficiency indicators as its input, thus it has relatively lower accuracy. 

Latency 

System latency: 210 seconds. 

It is more computationally expensive than “forecast efficiency indicators” 

User-oriented latency: 215 seconds. 
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Checking the indicator results means more than consuming data from a buffer, as it triggers the 
fairness and equity indicator calculation, thus this latency is a bit longer than system latency. 

Throughput 

0.17 MB/sec. (see discussion earlier in this section) 

This throughput will need to be achieved while maintaining adherence to the accuracy and 
latency requirements described above. 

Table 11:  Performance requirements for forecast fairness and equity indicators 
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